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Part |: Introduction @




Swarm intelligence principles é
(Marco Dorigo yesterday)

Simple agents (wrt the task to be solved)
Redundant agents

_ocal sensing
Local communication
Decentralized control

' Complexity arises from interactions and
cooperation



Human intelligence principles @

« Rather complex agents but
with bounded rationality

 Individual life paths

» Varying skills, knowledge and experiences

» Experiences inherently multimodal

» Only indirect means to share cognitive contents
* Mostly decentralized control



Challenge of communication @

* As people learn language through individual life
path and thus end up having different
(subjective) ways understanding and producing
language how is successful communication
possible?



Simple challenge: Color naming

Human vision: rods, cones.,...

Physical reasons for color
Contextuality of naming

£\

White

gaturation

Hue |

Brightness

red wine Bilack
red skin
red shirt

—» Hardin

—®» Gardenfors

6



Color naming, cont'd @

gray sky
blue water

white snow

blueish cloud



Color naming, cont'd

gray sky
blue water

—» White snow

blueish cloud



Example: é
concept of computation

computation
@

computation

{computation




Example: é
concept of computation

computation

{computa’[ion

Meaning
negotiation

computation

Subjectivity of
Interpretation
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Complex challenge: é
different cultural contexts

“Shall | compare thee
to a summer's day?”

11



Experiential grounding @
of human knowledge

Human understanding of the world and of
the relationship between language use
and perception and action within the
world 1s based on a long active and
interactive learning process for which the
genotype gives a certain basis but which
1s mainly determined by the individual
interaction with the world including other
human beings and the social and cultural
context
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Meaning, communication @
and information

* In the following, we can remind ourselves how
information theory deals with communication
and meaning
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General communication system and
measuring information (Shannon & Weaver)

INFORMATION
SOURCE TRANSMITTER RECEIVER DESTINATION
> > >
SIGNAL RECEIVED
SIGNAL
MESSAGE MESSAGE
Noisy channel model NOISE = -2 pjlog p;

SOURCE
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Weaver on Shannon @

“Relative to the broad subject of communication, there seem to
be problems at three levels. [...]

- LEVEL A. How accurately can the symbols of communication
be transmitted? (The technical problem)

- LEVEL B. How precisely do the transmitted symbols convey
the desired meaning? (The semantic problem)

- LEVEL C. How effectively does the received meaning affect
conduct in the desired way? (The effectiveness problem)”

“The semantic problems are concerned with the identity, or
satisfactorily close approximation, in the interpretation of
meaning by the receiver, as compared with the intended
meaning of the sender.” (1949, p. 4)
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Traditional formalization @
of meaning

« Formalisms like first-order predicate logic have
widely been used as a basis for theories of
meaning (epistemology); consider also
contemporary efforts such as Semantic Web

* These formalisms, however, seem to provide
only limited means for creating in-depth
theories of how language is understood
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Traditional formalization @
of meaning, cont'd

 Traditional logic provides means e.g. for
modeling quantification, connectives, analytical
truths and conceptual hierarchies

 However, many semantic phenomena are
matters of degree. Various proposals that apply
Bayesian probability theory or fuzzy sets deal
with this.
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Neglected pattern @
recognition processes

 Even these methodological extensions do not
suffice If the pattern recognition processes are
not taken into account

« The world is not straightforwardly experienced
as discrete objects and events but there are
complex underlying cognitive processes
involved
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The role of cognition(s)? @

* Moreover, many philosophers and formalizers
have been keen on denying the role of
individual cognition or the society of
cognitions in the theory of meaning

* Nevertheless, language is primarily a means for
communication (between different individuals
and over time)
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Traditional logico-analytic ﬁ
viewpoint

Agents Language Model of
the world Worla

\'

N\

&

1 I
.
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Emergentist viewpoint ﬁ

(Emphasis on pattern recognition and learning)

Agents Language Model of
the world
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Emergentist viewpoint %
C

(Emphasis on constructivism)

Model of the world

Infinite
complexity,
continuous,

changing




Relevance? @

A large proportion of modern human activity in its
different forms (science, industry, society, culture,
etc.) is based on the use of language

There are at least 6000 languages in the world and
many more dialects

Each language has the order of 10° to 10™ different
word forms

Each word is understood differently by each speaker
of that language at least to some degree
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Relevance, cont'd @

« The formal basis of (in practice) all information
systems does not take this basic phenomenon
iInto account

« The assumption of shared meanings is simply not
adequate

A level of socio-cognitive modeling is needed

* In the following, a tentative version of
Intersubjective Meaning Spaces (IMS) is
outlined to serve as a basis for a novel kind of
formalization of meaning .



Part |l: Drafting Methodology é




Word space models @

» Word space models represent meaning as points
or areas in a high dimensional vector space

- Self-Organizing Semantic Maps
(Ritter & Kohonen 1989, Honkela, Pulkki & Kohonen, 1995)

- LSA (Landauer & Dumais 1997)

- HAL (Lund & Burgess 1996)

— Conceptual Spaces (Gardenfors 2000)

- Word ICA (Honkela, Hyvarinen & Vayrynen 2004)

- efc. efc.
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Distributional hypothesis @

« Two words are semantically similar to the extent
that their contextual representations are similar
(Miller & Charles 1991)

 The meaning of words is in their use
(Wittgenstein)
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Language as dimensionality @

reduction?
ICA of word
contexts; nonlinearity ]
through thresholding =T
Comparison Lo
with SVD/LSA
Effect of sparseness —
and meaningful ;137?223222
emergent components e
Data: TOEFL tests

(Vayrynen, Lindqvist, Honkela 2007)
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Application example:
Document map of research

chemistry

Biok Biok

biosciences

physics
and
engineering

Bick Eick Bick Biok Biok Biok Biok Biok Biok Biok Biok Biok Biok Biok Biok Biok Biok Solu Biok Solu Biok™Bigk Solu Biok Solu

Bick Biok Biok Biok Biok Biok Biok Biok Biok Biok Biok Biok Biok Bick Solu Solu

Bick Biok Eiok Biok Bick Biok Biok Biok Biok Biok Biok Biok Biok Eiok Solu Solu

Biok Biok i Biok Bick Solu Biok Biok Biok.Biok Farm Biok EBiok EBiok Solu

Bick Biok Biok Bick Biok Biok Biok Biok Solu Biok Solu Biok Solu Solv Biok Solu

Solu Biok Biok Biok Eiok Eiok Solu Bick Biok Biok Solu Biok
Bick Biok Biok Biok Bick Biok Solu Solu Biok Solu Solu Solu

EBick Biok Biok Biok Biok Biok Biok Biok Biok Biok EBiok Solu

Solu Solu Biok Biok Biok

Soly EBiok Solu Solu Solu Biok
Biok Farm Farm Biok Solu Solu Soly

Farm Eiok Solu

medicine

culture and
society

A map of 3224 funding applications to Academy of Finland

(Honkela & Klami, 2007)
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Complication: @
Subjectivity of Meaning

« As indicated already earlier, almost all formal or
computational theories of meaning are based on the
assumption that meanings are shared

e Weaver was aware of this limitation in information
theory (cf. A, B, C)
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Tiered logic for representation of
different contexts of agents

Prof. John Crossley earlier today
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Theory of
Intersubjective Meaning Spaces (IMS)

| shared
{  concept ' context/ | [ concept

\ seace, | situation | L Space,

| Ey,m 0 | e ‘ S— ‘... e | Eymtbm
,  space, J () _ “m ]\ space

\ signal /\ R
N N

‘~ embodied agent, x % embodied agent,

(Honkela, Kononen, Lindh-Knuutila & Paukkeri 2008)
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IMS: Theoretical framework

Agent’s internal view of its context, the concept space

The concept space is spanned by a number of features.
Dimensionalities of the concept spaces can be different for each agent
Therefore, we denote the features used by agent 1 f!, i=1...N
Similarly, agent 2 uses features f2,i=1...M

Thus, the concept space of agent 1 is an N-dimensional metric space C'1,
and for agent 2, C?

(Honkela, Kondnen, Lindh-Knuutila & Paukkeri 2008)
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IMS: Theoretical framework

e In the framework, there exist two distance measures, namely w and A, w
gives a distance between two points inside the concept space of the agent,
e w:C'"xC"—=R,i=1,2,

e )\ gives a distance between two points in the concept spaces of the different
agents, i.e. A\: O x C7 — R,i = j

e The symbol space S* of agent 1 is its vocabulary that consists of discrete
symbols

(Honkela, Kondnen, Lindh-Knuutila & Paukkeri 2008)
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IMS: Theoretical framework

e An agent ¢ has an individual mapping function £* that
maps the symbol s* € S* to C"

e An agent i expresses each symbol s' € §* as a signal
d in the signal space D

e We assume that the signal space D is multidimen-
sional, continuous and shared between the agents

e However, each agent ¢ has an individual mapping fune-
tion ¢' from its vocabulary to the signal space, i.e.
¢+ S — D and an inverse mapping ¢! from the
signal space to the symbol space

(Honkela, Kondnen, Lindh-Knuutila & Paukkeri 2008)
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IMS: Theoretical framework

e The sender, agent 1., selects a symbol that corresponds
best to the current context by the means of its own
conceptual model

e Therefore this model can be seen as an optimal deci-
sion problem.

e Let us denote the symbol agent 1 selects and com-
municates to agent 2 as s* and the features agent 1
observes corresponding to the current context as f'.
Then agent 1 selects the symbol that corresponds the
current observations best by the means of some dis-
tance measure w

(Honkela, Kondnen, Lindh-Knuutila & Paukkeri 2008)
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IMS: Theoretical framework @

e One suitable choice for w in that case is for example
Euclidean distance

e Formally this can be represented as in Eq. (1)).

s = arg min w(f*, & (s)) (1)

e After symbol selection process. agent 1 communicates
the symbol s* to agent 2, i.e.:

d = ¢'(s*) (2)

(Honkela, Kondnen, Lindh-Knuutila & Paukkeri 2008)
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IMS: Theoretical framework ﬁ

T § . . Do
e When agent 2 observes d, it maps it to some 2 € S?
by using the function ¢—2

e Then it maps the symbol to some point in its concep-
tual space by using £°

(Honkela, Kondnen, Lindh-Knuutila & Paukkeri 2008)
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IMS: Theoretical framework ﬁ

e If this point is very near of its own observation f2,
we can say that the communication process has suc-

ceeded

e NMathematically this is as follows:

1€2(072(d)) — f2|| < e, (3)

where € is a small constant and || - || is some suitable
norm in C?.

(Honkela, Kononen, Lindh-Knuutila & Paukkeri 2008) 40




IMS: Theoretical framework

e The two-agent model relates to the single-agent model
very closely but now the sender has some estimate of

the receiver’s conceptual space available

e This model can be learned from communication sam-

ples or it can be known a priori

e The symbol selection process is formally given in Eq. (4

¢* = arg min M\(f1,£2(s))
s 52

(Honkela, Kondnen, Lindh-Knuutila & Paukkeri 2008)

(4)

41



IMS: Theoretical framework ﬁ

e In this equation, £2 is the model of the receiver

e Note that also the vocabulary of the receiver can be
unknown and should be estimated by S?

(Honkela, Kondnen, Lindh-Knuutila & Paukkeri 2008)
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IMS: Theoretical framework

e As the dimensionalities of the conceptual spaces C*
and C? can be different, we should use some special
method to calculate the distance between points in
these two spaces

e Dynamic programming and neural networks may pro-
vide solutions to this task

e A neural network solution for the general case when
agents have different representations for the same phe-
nomenon has been considered for a supervised learn-
ing task by Laakso and Cottrell (2000) and for un-
supervised learning by Raitio, Vigario, Sarela and
Honkela (2004)

(Honkela, Kononen, Lindh-Knuutila & Paukkeri 2008)
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IMS: Theoretical framework @

e Other parts of the communication process remain the
same as in the single-agent case

e As agent 1 utilizes the explicit model of agent 2, the
symbol selection problem can be seen as a game the-
oretical problem

(Honkela, Kondnen, Lindh-Knuutila & Paukkeri 2008)
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IMS: Theoretical framework

e Asan example related to the vocabulary problem, two
persons may have different conceptual or terminolog-
ical “density” of the topic under consideration

e A layperson. for instance, is likely to describe a phe-
nomenon in general terms whereas an expert uses
more specific terms

e In our framework, symbols generate clusters in the
conceptual spaces of the agents

(Honkela, Kéndnen, Lindh-Knuutila & Paukkeri 2008) 45



Emergence of a shared lexicon in
a community of interacting SOM-based agents

hiteci

Lindh-Knuutila, Lagus & Honkela, SAB'06

Related to e.g. Steels and Vogt on language games
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Language use and linguistic theory
formation as social phenomena

regularity,

variation
-9
\producing/
= data collection creating

~ - and generalization Vv

description and learning/
theories harmonization language observing
use
regularity,

variation
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Practical consequences @

The traditional notion of uncertainty in decision
making does not cover the uncertainties caused
by differences in conceptual systems of individual
agents within a community

In many transactions, including symbolic/linguistic
communication, the differences in the underlying
conceptual systems play an important role
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Practical consequences, 2

Serious efforts have been made to harmonize or
to standardize the classification systems or
ontologies used by agents

Even 1f standardization 1s conducted,
there can not be any true guarantee that
all participating agents would share the
meaning of all the expressions used

in the transactions 1n various context.
Thus, the systems need to able to conduct

meaning negotiations

d
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